
Given a trained model, how to improve 
robustness to adversarial attacks at test-
time?  

Can we do it efficiently without additional 
computation costs? 
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Objective Robust Feature Inference (RFI)

h(x) = βTϕ(x)

s!,β,c( f ) = "(x,y)∼! [ inf
||x̃−x||2≤Δ

ycβ⊤
c f(x̃)]

ρ!,β,c( f ) = "(x,y)∼! [ycβ⊤
c f(x)]

Let  and  
where .

x ∈ ℝd, y ∈ {0,1}C y = h(x) + ϵ
ϵ ∈ ℝC, "[ϵc] = 0; "[ϵ2

c ] ≤ σ2

Goal:  h(x) = hrobust(x) + hnonrobust(x)

Feature Robustness

Feature Information 

s!,β,c( f ) ≥ β⊤
c ΣMβc − LΔ∥M∥op∥βc∥ℋ σ2 + β⊤

c Σβc

Lower Bound on s!,β,c( f )
Let  be -Lipschitz and  for any 

 i.e. linear transformation of 
ϕ L

f(x) = MTϕ(x) ϕ

Analysis: Generalized Additive Model
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Theoretical Results

Features with large  are Robustsc(ui)

For  where  is orthonormal basis, 
the lower bound on  is maximized 

when  where  is the  
eigenvectors with  largest

M = PPT P
s!,β,c( f )

f(x) = ŨŨ⊤ϕ(x) Ũ K
sc(ui) = λi(β⊤

c ui)2

Robust Features are Informative

For , feature information  f(x) = ŨŨ⊤ϕ(x)

ρ!,β,c( f ) =
K

∑
i=1

sc(ui)
Check out the paper  
here!

Captures 
Neural Networks!

Let  be the -th column of  and 
.

βc, yc c β, y
Σ = "x[ϕ(x)ϕ(x)T] = UΛUT

Trained model: Generalized Additive 
Model


